
Correlated Belief Matching for 

Uncertainty Quantification in Text 

Classification

April 26, 2023

PNNL-SA-184001

Andrew Hollis, North Carolina State University, Department of Statistics
Karl Pazdernik, Pacific Northwest National Laboratory

Alyson Wilson, North Carolina State University, Department of Statistics
Ralph Smith, North Carolina State University, Department of Mathematics



Text Classification

Document

𝒙𝒊

BERT Deep 
Language Model

𝑓(𝒙𝒊,𝑾)

𝑧1(𝒙𝒊)

⋮
Softmax 
Function

𝑧𝐾(𝒙𝒊)

ෝ𝝅1(𝒙𝒊)

ෝ𝝅𝐾(𝒙𝒊)

⋮

𝒙𝒊

Nuclear Fuels

Material Science

Arms Control

Atomic Physics

Cell Biology

0.06

0.005

0.005



Calibrated: Expected Calibration Error (ECE) [1]
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Coverage: Posterior Predictive Coverage (CVG) [2]
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Interpretability: Ranking Accuracy (RA) [3]
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Correlated Belief-Matching

• Assumed Prior: 

𝒛 𝒙 ~𝑁(𝟎, 𝜎0
2𝑷0)

• Assumed Posterior: 
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• Variational Inference Evidence Lower Bound:

ℒ𝐶𝑜𝑟𝑟𝐵𝑀 𝜽; 𝒙, 𝑦 = −𝐸𝑞𝒛 𝒙 𝜽 log 𝜋𝑦 𝒙 − 𝐸𝑞𝒛 𝒙 𝜽 log 𝑝 𝒛 𝒙 − 𝜓𝐻(𝑞𝒛 𝒙 𝜽 )



Small Data Experiment, Comparison with 

Original BM [4] and Dropout [5]

BM CorrBM Dropout

Accuracy 86.7% 85.1% 82.4%

ECE 0.029 0.029 0.030

CVG 88.1% 90.0% 93.7%

RA 0.645 0.921 0.844

Sampling 
Time

0.66 
minutes

0.38 
minutes

51.9 
minutes
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